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Cognitive Warfare
The Fight for Gray Matter in the Digital 
Gray Zone
By Michael J. Cheatham, Angelique M. Geyer, Priscella A. Nohle, and Jonathan E. Vazquez

The sphere of operations will expand from the physical domain and the information domain 

to the domain of consciousness; the human brain will become a new combat space.

—HE FucHu, VicE PrEsidEnT oF THE Pla’s acadEmy oF miliTary sciEncEs1

The United States is facing unprec-
edented challenges in the cogni-
tive domain. While democracies 

struggle to develop frameworks that 
promote collective understanding, 
adversaries are employing gray zone 

tactics—those that never rise to the level 
of war—as a form of cognitive warfare 
against the United States and other 
democratic societies. François du Cluzel, 
head of innovative projects at the North 
Atlantic Treaty Organization (NATO)’s 

Allied Command Transformation Inno-
vation Hub, describes the key distinc-
tions of the emerging cognitive domain:

Cognitive warfare degrades the capacity 
to know, produce, or thwart knowledge. 
Cognitive sciences cover all the sciences 
that concern knowledge and its processes 
(psychology, linguistics, neurobiology, 
logic, and more).

Cognitive warfare is, therefore, the 
way of using knowledge for a conflicting 
purpose. In its broadest sense, cognitive 
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Marines and civilians with Marine Corps Cyberspace Warfare Group and Marine Corps Cyberspace Operations Battalion participate in Cyber Flag 
23-2 at undisclosed location, August 7, 2023, to enhance readiness and cyber warfare capabilities (U.S. Marine Corps/Oneg Plisner)

warfare is not limited to the military or 
institutional world. Since the early 1990s, 
this capability has tended to be applied 
to the political, economic, cultural, and 
societal fields.

Any user of modern information tech-
nologies is a potential target. It targets the 
whole of a nation’s human capital.2

The use of cognitive warfare to target 
“a nation’s human capital” highlights a 
growing threat vector. Cognitive warfare 
aims to create cognitive-emotional con-
flict by influencing a target population’s 
thoughts and values using technical 
means and information. As a target, 
human capital is a weak point in a na-
tion’s defense, particularly for nations 
that are highly connected and based 
on open systems. The brain’s tendency 
to accept disinformation exposes a risk 
that affects a nation’s defense and its 
broader society. The brain operates on 

the principle of survival. When individuals 
interpret inputs as threatening (actual or 
perceived), the brain’s fear centers acti-
vate, executive-function areas cloud, and 
rational decision cycles are interrupted.3

Advertisers and media outlets rec-
ognize the brain’s vulnerabilities and 
aggressively stimulate instinctual impulses 
to attract consumers and sell products. 
Similarly, strategic competitors, particu-
larly Russia and China, leverage these 
same impulse pathways to shape the val-
ues and opinions of an external populace 
to confuse, polarize, and undermine a 
nation’s governmental operations and 
planning processes.

Hardwired impulses, coupled with the 
brain’s natural development and integra-
tion, leave us susceptible to thinking traps 
(that is, confirmation bias) and further 
exacerbate potential effects. Confirmation 
bias occurs when people search for and 
embrace information that reinforces 

currently held beliefs. Under threat, 
people commonly seek information to 
confirm their beliefs, and it becomes 
harder to change their minds later—even 
with updated and credible information.4

Strategic competitors recognize that 
saturating the information space with 
disinformation preys on the brain’s “wet-
ware” to believe and confirm. Saturation 
tactics with “sticky” information, familiar 
topics, and partial truths establish prim-
ing conditions for new shaping narratives 
to take hold. Russia and China are weav-
ing these cognitive warfare tactics into 
their doctrines and are using instruments 
of national power to target the U.S. mili-
tary and civilian populations.5

The Cognitive Domain
The Department of Defense (DOD) 
must consider the cognitive domain’s 
technological and human components 
while developing tactics, techniques, 
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and procedures to recognize and 
defend within it. Offensively, U.S. 
Cyber Command maintains opera-
tions in the technological and human 
domains through information and psy-
chological operation functions. Con-
currently, DOD Information Network 
defense and annual cyber security 
training are part of defensive opera-
tions. However, DOD lacks a tangible 
corresponding protective function to 
support cognitive domain security.

There is an investment gap at the 
joint force level. Offensive and defen-
sive components are parts of cognitive 
warfare, and technological and human 
elements nest within each (figure 1). The 
defense mechanism must be ingrained 
across the range of military operations, 
regardless of time, location, or opera-
tional standing. Defending the cognitive 
space of military personnel is paramount 
to the United States retaining its relative 
strategic advantages. Psychological and 
information lines on the human side of 
cognitive security (that is, the defense) 
are immediately necessary to defend U.S. 
military personnel actively and passively 
against cognitive warfare.

While technology is the preferred focus 
for delivering and defending capabilities in 

the information and cyber domains, joint 
force leaders must also consider human 
cognition as a primary concern. Cognitive 
warfare delivers effects through the cyber 
and information domains. In a highly in-
terconnected operational environment, no 
domain exists in isolation.

Cognitive Warfare 
Adversaries
Today’s strategic competition differs 
from past approaches. The Cold War, 
defined by a race for significant gains 
and overwhelming dominance, is over. 
Conventionally, the United States 
maintains a relative strategic advantage; 
the risk of Russia or China losing to the 
United States in a decisive conventional 
battle is high. In response, adversar-
ies attempt to hijack the softer moral 
factors of target populations, making 
small gains and incrementally nudging 
progress across time and space. Alter-
ing how populations interpret what is 
occurring globally is the initial phase in 
changing reactionary outputs while con-
currently gaining incremental progress.

Russia’s Advantage in the 
Cognitive Domain. Russia employs a 
primary cognitive warfare tool rooted in 
perception manipulation control, known 

as reflexive control. Russian theory lever-
ages reflexive control from the tactical 
to the strategic level. Its power potential 
broadens as technology and commu-
nication speeds grow. For the past 30 
years, Russia has used the maskirovka 
(deception) technique, which provokes 
a chaotic response in the population by 
shaping information and public percep-
tion through disinformation tactics.6

Russia’s disinformation warfare aims 
to avoid kinetic operations by masking 
attribution tactics, such as posing as 
U.S. organizations or individuals within 
the information and cyber domains.7 
The approach advocates for gray zone 
military operations to deliberately cloud 
the understanding between Russian 
and Western definitions of war. Western 
nation-states that narrowly frame war as 
kinetic-based must understand that this 
perspective is self-imposed. With this nar-
row framing, democratic nations fail to 
get to know their enemy and themselves.

Russia’s influence during the 2016 
U.S. Presidential campaign favoring then-
candidate Donald Trump exemplifies a 
recent and significant cognitive warfare 
attack against a democratic nation and 
its population.8 Russian attacks exploited 
freedom-of-speech ideals to undermine 

Figure 1. Cognitive Warfare Defense and Offense

Source: Priscella A. Nohle
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the U.S. electoral process. Facebook, 
Twitter, YouTube, and other social media 
sites, including those within Russia, 
spread disinformation about the opposing 
candidate, Hillary Clinton, to undermine 
the electoral process. Preceding the 2014 
invasion of Crimea and the 2022 invasion 
of Ukraine, Russian President Vladimir 
Putin expanded his disinformation target-
ing to the global audience, attempting 
to justify and legitimize Russia’s ac-
tions.9 Russia (like China) also leverages 
state-run broadcasting organizations to 
influence foreign countries with false 
narratives and distort how Western popu-
lations interpret world events.10

China’s Posture to Conduct 
Cognitive Warfare. China favors 
an integrative approach to cognitive 
warfare known as the Information 
Confrontation System, which places psy-
chological activities alongside network, 

electronic, and information systems 
attacks.11 It includes propaganda, 
deterrence, influence, and deception 
as additional tools. Much like Russia, 
China views warfare as a constant state 
of competition across the implementa-
tion of all instruments of national power. 
Increased awareness and understanding 
should enable DOD to identify malign 
behaviors such as cyber data theft, elec-
tion influence, and other attacks that aim 
to affect its personnel’s cognitive space.12

Understanding the interrelationships 
of how people define spatial organiza-
tion and interests will be as important 
as understanding how physical terrain 
shapes movement during military opera-
tions. This is known as human geography 
mapping, a potential core competency 
that requires further analysis. China’s 
People’s Liberation Army (PLA) embeds 
human geography understanding within 

its doctrine. Psychological reconnais-
sance enables measuring the effects of 
its psychological operations on various 
populations.13 These tactics are part of 
China’s overarching reconnaissance intel-
ligence system, including electronic and 
network reconnaissance (figure 2).14

The PLA conducts offensive and 
defensive operations to assess its mili-
tary’s psychological motivation, preserve 
psychological health, build endurance 
for stressful situations, and provide im-
mediate care for psychological trauma 
when needed. Defending against attacks 
in the cognitive domain is a crucial part 
of the PLA’s Information Confrontation 
System. In contrast, the U.S. military does 
not integrate cognitive domain defense as 
part of its operations but treats it individu-
ally, as a medical support reaction.

China’s strategic competition meth-
ods blend Western ways of warfare with 

Figure 2. Chinese Information Confrontation System

Source: Jeffrey Engstrom, Systems Confrontation and System Destruction Warfare: How the Chinese People’s Liberation Army Seeks to Wage 
Modern Warfare, RR-1708-OSD (Santa Monica, CA: RAND, 2018), figure 3.7.
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actions in the information, political, and 
economic space.15 These actions com-
plicate the U.S. ability to defend against 
attacks, as the battlespace is undefined, 
persistent, and continuous. This dynamic 
promotes the need for cognitive defense 
as a baseline skill set for every member of 
the joint force.

The Digital Gray Zone
Cognitive warfare is a subtle yet effec-
tive tool in the digital information 
environment. The rising trend of the 
Internet of Things and the speed of 
information access create unprecedented 
digital immersion for even the most 
modest embracers of technology. Digital 
immersion, in turn, changes how people 
process information. Rather than reading 
in a typical linear motion, eyes dart 

quickly across posts and pages from 
trustworthy and disreputable sources, 
searching for pertinent headlines to 
consume as truth.16 The now-standard 
search for “quick hits” of information 
bits from headlines and social media 
comes at significant risk to the reader—a 
risk that Russia and China are deliber-
ately embracing. Disinformation bits—
deliberately distributed and processed 
at first glance, consciously and uncon-
sciously—present unique challenges at 
the joint force level and unpredictable 
threats at an individual level.

Digital gray zone tactics like those 
used in 2020 highlight a critical joint 
force challenge. Following the George 
Floyd tragedy, a significant amount of 
all the tweets and Facebook postings 
related to that event were traceable to 

Chinese- and Russian-based accounts.17 
These state-sponsored postings delib-
erately stoked the passions of the U.S. 
population as a part of a calculated equa-
tion. Disinformation, coupled with an 
amplification of passion, served as an ef-
fective strike against the most vulnerable 
and strategic U.S. center of gravity—the 
strategic narrative.

The narrative space is a strategic 
center of gravity—the source of power or 
strength that enables a nation to achieve 
its aim—for any democratic-based gov-
ernment, especially the United States.18 
Since Russia and China are unlikely 
to win a decisive conventional victory 
against the United States today, they 
pursue a strategy to inflict a “functional 
defeat.” Rather than seeking to conquer 
territory or destroy forces, they seek 

Airmen of 16th Air Force perform command and control of 16th Air Force Forces in 616th Operations Center, Joint Base San Antonio–Lackland, 
Texas, November 22, 2023 (U.S. Air Force/Sharon Singleton)
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to destroy the moral factors that drive 
the ability to resist. In a democracy, the 
people’s will is the driver of power. When 
confusion and distrust prevail in the 
minds of an increasing number of people, 
the power equation shifts, and ideological 
parity becomes a closer reality—without 
firing a shot.

The Gray-Matter Zone
The brain operates in a neurosequential 
and iterative input-interpretation-out-
put loop.19 The loop supports predict-
ability and certainty in the individual’s 
interpretation of the world, increasing 
the odds of survival. However, disin-
formation creates a “low-resolution” 
understanding of what is occurring in 
the environment and how to respond. 
When uncertainty enters an individual’s 
input-interpretation-output loop, the 
brain seeks to find further information 
to crosscheck against the information 
gap, confirmation bias ensues, and a 
disinformation loop follows. Figure 
3 highlights the iterative assessment-
reassessment cycle essential to shaping a 
personal narrative.

Individuals develop their personal 
narratives through experiences, beliefs, 
introspection, and what others think of 
them. When disinformation permeates 
internal beliefs and prevents a clear “men-
tal map” of an individual’s space and 
time, personal narratives are vulnerable to 
change. The brain’s stress systems engage 
because a threat is present (that is, low-
resolution mental maps show perceived 
threats to survival), and hypervigilance 
arises. Exposure to disinformation and 
hypervigilance over extended periods can 
warp a person’s sense of self and structure 
of being. Naïveté of the cognitive war-
fare problem predisposes individuals to 
increased cognitive dissonance, which can 
express itself in unpredictable ways such 
as anger, disillusionment, nihilism, and 
sometimes self-harm.20

Awareness Precedes Change
Developing countermeasures to defend 
against cognitive warfare is possible, but 
it requires a baseline awareness that a 
problem exists. The Stages of Change 
Model asserts that a step-by-step 
process is essential to moving individu-
als from a current behavior state to the 

desired one.21 Figure 4 highlights the 
significance of the first two steps to 
create change in cognitive warfare: pre-
contemplation and contemplation.

An individual’s awareness and reluc-
tance to change often limit how much 
organizational systems can change. The 
current cognitive warfare environment 
indicates that many joint force personnel 
operate in precontemplation. In this stage, 
organizations and individuals are either 
unaware that a problem exists or do 
not acknowledge that it requires a stra-
tegic approach—they are not ready for 
change.22 Defining and creating aware-
ness of the problem promotes a shift from 
precontemplation to contemplation.

The contemplation phase of change 
begins once the organization and indi-
viduals realize that a problem exists and 
initiate thinking about taking steps to-
ward action.23 This phase is the process 
of taking those steps. The critical point 
in the contemplative phase is how orga-
nizations or individuals interpret change. 
If the idea of change is externally over-
pressurized, a feeling of potential threat 
arises, causing the organization and 
individuals to return to the earlier state 

Figure 3. Personal Narrative Processing

Source: Michael J. Cheatham

Cognitive Warfare
Social Media

Reputable News
Rumors

Interpretations

■ Internal/External �oughts
■ Physical/Mental Pain
■ Higher or Lower Resolution
 Conceptualization

It
er

at
iv

e 
P

ro
ce

ss

Input

Output

Stage 6:
Relapse

Stage 1:
Pre-contemplation

Stage 2:
Contemplation

Stage 3:
Preparation

Stage 4:
Action

Stage 5:
Maintenance

R
eg

re
ss

io
n

Interpretation

Sensory Inputs

Motor Outputs

Brain

Personal 
Narrative

Assessment

Reassessment



JFQ 114, 3rd Quarter 2024 Cheatham et al. 89

(that is, denial) as a means of certainty, 
predictability, and survival. Therefore, 
the organization or individual must 
internally drive the idea of change. The 
drivers for change must support the or-
ganization’s or individual’s narratives so 
that each internalizes the understanding 
that cognitive warfare is happening now, 
and each is at risk. Developing the skills 
to think and operate beyond the base-
line survival level—while consistently 
processing information in the executive-
function areas of the brain—offers the 
greatest potential for resilience against 
the effects of cognitive warfare.

Recommendations
Cognitive security must begin with a 
basic standard of resilience in decipher-
ing facts from opinions. Recent research 
indicates that individuals with high 
levels of political awareness and digital 
savvy are harder to penetrate mentally 
by narrative-based cognitive warfare.24 
Those individuals can distinguish fact 
from opinion with a higher success 
rate. Therefore, they are more likely to 
identify misinformation and avoid nega-
tive responses. Their “mental armor” is 

intact. Expanding the cognitive-security 
concept across the joint force is a crucial 
step. A cognitive-security strategic 
approach incorporates three primary 
lines of effort (LOEs).

LOE 1: Joint Force Leaders, 
Education, and Life Cycle Service 
Training. Through the Joint Staff, 
DOD should codify cognitive warfare as a 
domain for which the brain is the critical 
vulnerable target and dominant cogni-
tive influence is the goal. Integrating 
the cognitive domain into joint doctrine 
will drive leaders to prioritize resources 
and emphasize domain competition. 
Concurrently, DOD must identify the 
implications of technology and informa-
tion operations on individual cognitive 
abilities to process data and make deci-
sions, then prioritize cognitive resilience 
as a weapon system.

DOD should include cognitive war-
fare training at every echelon of military 
training—beginning with basic training, 
at formal professional military educa-
tion levels, and as part of routine annual 
training at the base level. Training should 
educate members on how information 
shapes thinking and how confirmation 

bias influences decisionmaking. 
Moreover, leaders must actively inform 
their members of the impacts of tech-
nology, social media–induced recency 
bias, and social spoofing (mimicking 
and affirming others’ actions and beliefs 
to fit into one’s social group) in their 
decisionmaking process. Leaders must 
remain proactive and build their person-
nel’s ability to defend themselves from 
current attacks by facilitating training, 
such as mindfulness, cognitive reappraisal 
techniques, and actions to promote be-
longing and cohesion.

DOD should direct Service 
branches to include cognitive warfare 
defense-mechanisms training in exist-
ing resilience programs. Preemptively 
exposing Servicemembers to mental 
fitness and resilience skills training can 
also improve resilience in the cognitive 
domain.25 Rather than relying only on 
highly educated and credentialed health 
professionals, trained tactical-level leaders 
should increasingly lead training. Tactical-
level integration increases flexibility, 
lowers costs, and creates buy-in from 
those who most need the training.26

Figure 4. Stages of Change Model

Source: Michael J. Cheatham
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LOE 2: Critical Media Literacy. 
Saturating the information environ-
ment with disinformation can produce 
information-learned helplessness.27 
Passive attacks are most successful against 
individuals already dealing with depres-
sion, low self-esteem, and pessimistic 
attitudes. Current research indicates that 
approximately 15 percent of the U.S. 
military population aligns with these risk 
categories.28 To defend against these at-
tacks, leaders should consider increasing 
critical and digital media literacy training 
programs to develop reasoning and inter-
pretation techniques.

Findings from RAND, IREX, and 
Harvard University suggest that initial 
exposure to literacy videos and training 
decreased the likelihood of engaging with 
and spreading false information, and that 
this exposure significantly reduced the 
effectiveness of deliberately manipulated 
information.29 The intent is to make 
already existing information and educa-
tional material available while bringing 
awareness to the problem and high-
lighting the benefits of media literacy. 
Critical media literacy material exists from 
available resources implemented across 
the civilian sector, such as the Florida 
education system’s Cyber Florida proj-
ect.30 Training should be made available 
through formal and informal continuous 
training programs and military support 
organizations. Critical media and digital 
literacy build self-efficacy in navigating 
media and increase one’s ability to iden-
tify credible information.31

LOE 3: Developing Defensive 
Mechanisms. Technology can help 
identify patterns and attribute disinfor-
mation from adversaries that seek to 
shape a particular message.32 Similarly, 
by using artificial intelligence and 
machine learning, DOD can develop 
defensive tools to help military leaders 
disrupt adversaries’ attempts to inject 
false information into public forums. An 
example is using artificial intelligence 
“to identify social media bots through 
automated ‘bot spotting’ or ‘bot label-
ing’” to help detect fake social media 
accounts spreading disinformation.33 
Artificial intelligence may also aid as 
an educational tool by highlighting 

disinformation manipulation attempts 
and countering with techniques to avoid 
it in the future.34

Zhanna Malekos Smith, a senior 
associate at the Center for Strategic 
and International Studies, suggests 
developing defensive mechanisms using 
technology to aid information processing, 
pattern recognition, and attribution.35 
At the macro level, artificial intelligence 
and machine learning can help identify 
patterns in a saturated information 
environment. Malekos Smith observes 
that—as the saying goes—“A lie can 
travel around the world while the truth 
is still putting on its shoes.”36 This state-
ment highlights a commonly known fact 
regarding disinformation and underscores 
the persistent challenge that decisionmak-
ers face. This challenge, coupled with 
the sheer volume and speed at which 
we access information, exceeds most 
individuals’ capability to synthesize and 
analyze large amounts of information and 
promptly make sense of it.

Conclusion
DOD must prioritize the risks posed by 
the current (dis)information environ-
ment and recognize that U.S. military 
personnel lack the education, skills, 
and awareness to counter it. In cogni-
tive warfare, even subtle events can 
generate compounding mental effects. 
Consequently, cognitive warfare can 
degrade individuals’ ability to think 
and make decisions that challenge 
their known values. DOD must also 
develop measures to protect the joint 
force from disinformation attempts 
that seek to sow doubt. Leaders should 
frame the problem and use or develop 
counterstrategies that build individual 
competency to actively recognize disin-
formation and fight against it.

Acknowledging cognitive warfare as a 
threat is vital to developing strategies to 
neutralize or counter cognitive attacks. 
However, leaders must execute tangible 
follow-up actions to prepare the joint 
force to fight now and in the future. 
Conceptualizing the human dimension 
as a critical vulnerability will enable the 
development of offensive and defensive 
actions to protect it. Taking actions to 

improve and optimize cognitive defense 
capabilities will posture the joint force’s 
transition from wars of attrition to the 
coming wars of cognition.37

Conserving a strong narrative as a 
center of gravity for each military branch 
while ensuring the basic standard of 
resilience effectiveness can be achieved 
with proper education, awareness, and 
standard operating procedures. Such 
programs would require all military 
personnel to participate in cognitive skills 
development training in their initial, 
quarterly, and annual training and should 
become woven into professional military 
education curricula. Protecting civilians 
from these same attacks would also re-
quire a preventive approach. Alternatively, 
reactive approaches to combating cogni-
tive warfare are much more complex and 
expensive and only marginally effective.

Developing a cognitive defense 
framework suitable for military personnel 
and beyond will strengthen the resilience 
of U.S. military personnel, directly and 
indirectly. Risks to the U.S. military pop-
ulation are not declining; these risks will 
only increase as an adversary’s preferred 
tactic. Leaders must implement cognitive 
defense as a core DOD competency. JFQ
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